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O1

Vector Operation



Dot Product



Categorical (Non-numerical) Data

e Sometimes you work with categorical data in machine learning.

e Itis common to encode categorical variables to make them easier to work with and learn by
some techniques. A popular encoding for categorical variables is the one hot encoding.

e Aone hot encoding is:

Example
1 0 0
red=|0 green=|1 blue=|0
0 0 1

DI




Categorical (Non-numerical) Data

e One-Hot Encodings (standard basis vector)
o Assign to each word a vector with one 1 and Os elsewhere.
o Suppose our language only has four words:

apple = cat = house = tiger =

:o»—\oo:

===

Soon
So-3o

DraWbaCkS (1 Very sparse vectors.

J Are never similar!




How to measure the similarity?

e Dot Product

O The product of numbers is another number.
O The dot product of vectors is not another vector! It is a number!!

- m i E&ﬂim
O || 2 |=7)+(0)2)+(B)-1)=4
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Length of vector

e Dot product between a vector and itself: magnitude-squared, the length squared, or the
squared-norm, of the vector.

how long is V 2

> 41 [4
XU [ e
| - ' Length(v)=5
X=4
n n
ala = ||al|* = Zaial- = Zaiz
i=1 i=1

CE282: Linear Algebra Hamid R. Rabiee & Maryam Ramezani



Dot Product (Geometric Interpretation and Intuition)

e Represents the length of the “shadow” of one vector along another.
e This indicates how similar the two vectors are.

Length of shadow is V-W
(if length of W is 1)



One-Hot Encodings Drawbacks

apple =

cat =

cocoRr

apple - cat =

Soo~-

oo R o

So-3o

house =

I
=)
I

===

s=os5

So-3o

tiger =

= tiger - cat

}Aooo:




Vector Operations

Vector-Vector Addition
Vector-Vector Subtraction
Scalar-Vector Product
Vector-Vector Products:
O x.yis called the inner product or dot product or scalar product of the vectors: xTy (yTx)

m <ab> <alb> (a,b) a.b
(0
T sz .
ryeR= [ Ty To e T, } ] = Z Tilfi.
: i=1
O  Transpose of dot product: Un

m (a.b)T =(@h)T =(BTa) = (b.a) = bTa
O Length of vector



Dot Product Properties

e Commutativity
O The order of the two vector arguments in the inner product does not matter.
a’h =bTa
e Distributivity with vector addition
O The inner product can be distributed across vector addition.

(a+b)Tc=a"c+bTc
a(b+c)=a’b+a’c



Dot Product Properties

. Bilinear (linear in both a and b)
a’ (Ab + Bc) = Aa’b + Ba’c
. Positive Definite:

(a.a) =a’a>0
o Oonlyifaitselfisazerovector(a=0)



O

Dot Product Properties

® Associative

m Note: the associative law is that parentheses can be moved
around, e.g., (x+y)+z = x+(y+z) and x(yz) = (xy)z

1) Associative property of the vector dot product with a scalar
(scalar-vector multiplication embedded inside the dot product)

scalar \ ’)/(]_]_TV) — (’YuT)V — HT(’}/V) — (uTV)f}/
= (w'v=yu'v
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Dot Product Properties

® Associative

2) Does vector dot product obey the associative property?

u (vw)? (uv)w
| ] | J
| |
vector—scalar product scalar—vector product
row vector column vector




Cross product

e The cross product is defined only for two 3-element vectors, and the result is another 3-element
vector. It is commonly indicated using a multiplication symbol (x).

asbs — asbo
|axbl| = [lal||[bl| sin(fas) axb = |agh; — asbs

ai1by — asby
O e It used often in geometry, for example to create a vector c that is
orthogonal to the plane spanned by vectors a and b. It is also used in xector
and multivariate calculus to compute surface integrals.

axb
u, vy

A

Vy

Uy \ Vi U, vy — Usv,

u > Vv u,v, — u,v
) e V) V3
D, bxa

u - vV, WV T WY —-axb
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Vector Operations

e Vector-Vector Products:
o Giventwo vectors x € R™,y € R™:

m x®y=xy’ € R™"is called the outer product of the vectors: (xyT)l-j = X;Yj

1 riyp riy2 o0 Tiln
ayl € R™*" = " [ Yy Y2 o Yn ] = :rrg.yl IQ.yQ IQ.yn
| T | | T Tl Tmln |
Example
O Represent A € R™*™ with outer prcdglct %}‘ two v%ctors:

|
A=|ao v - o | =
|

Tm Tm 0 Ty



Outer Product Properties
o WXV =WRu
o WH+HW)RQu=vQR®u+w@Ru
o URQ WH+HwW) =uQQuv+u@w
o cv@®uU=(v)Qu=v& (cu)
o (u.v) =trace(u®v) (u,v er™)
o U v)w=(v.w)u



Vector Operations

e Vector-Vector Products:
o Hadamard

o Element-wise product
agby
a,b
c=a®b= 2

|a, by, ]

e Hadamard product is used in image compression techniques such as JPEG. It is also
known as Schur product

e Hadamard Product is used in LSTM (Long Short-Term Memory) cells of Recurrent
Neural Networks (RNNs).



Hadamard Product Properties

® Properties:

o a®b =b®a

o a®(b®c) = (a®b)Gc

o a®(b+c)=a®b+ a®c¢

o (Ba)®Ob =a®(Ob) = 6(a®b)
o a®0=00Ga=0
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Matrix
Multiplication



Basic Notation

By A € R™"™ we denote a matrix with m rows and n columns, where
the entries of A are real numbers.

(d11 Q12 o Qip ] I R — al =7
4= a:21 a2:2 a?n o = a%’ —

o a, o an| LI N
Definition

The linear combinations of m vectors ay, ... a,,, €ach with size n is:
pras + -+ Bmam
where 4, ..., B, are scalars and called the coefficients of the linear combination



Matrix-Vector Multiplication

o If we write A by rows, then we can express Ax as,

— al -] (alx] .
A € RMXn =Ax =| az; —|y= agx alx = o
Jj=1
O — al, —] lal x|

If we write A by columns, then we have:

|
y=AX= a, a

o Yy isalinear combination of the columns A.

We will learn in next lectures

columns of A are linearly independent if AX =0 implies x =0

2 an‘ lxz = [a1]xy + [az]x, + - + [an]x,
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Matrix-Vector Multiplication

It is also possible to multiply on the left by a row vector.

e If we write A by columns, then we can express xT 4 as,

. |
T ]

yT =xTA=xT a a, a,| = [xTa1 XT(IZ XAy
| |

® Expressing A in terms of rows we have:
T=xTA=[x1 X - Xp

=x;[— al —J+x[— al —]+.+x,[-

o y'isalinear combination of the rows of A.



Matrix-Vector Multiplication

Alu+v) =Au+ Av
(A+ B)u = Au + Bu

(ad)u = a(Au) = A(au) = adu

Ou=20
A0=0
Iu=u

Column j: a; =

Row i:a] =

Vector sum of rows of A =
Vector sum of columns of A =

[-1 2 1
A‘lz 0 —2]

Example: Write in matrix-vector multiplication



Matrix-Matrix Multiplication

Definition
Let A be an m X n matrix over the field F and let B be an n X p matrix over F. The product AB is the
m X p matrix C whose i, j entry is:
n
Cij = Z AirByj

r=1
e A€R™"BeRYP > R™P
o a; rowsof A, b; cols of B
. . 3 4 4
C=AB forl<ism,1<j<p —— —— ——
dot product(a;. b;) | }_ NN

_ T
Cij = aib]-




Matrix-Matrix Multiplication (different views)

1.  Asaset of vector-vector products

C=AB =|" ag “||by by - by|= az. by ay .bz aZ.bp
— G I | al.b; aklb, anb,

2. Asasum of outer products




Matrix-Matrix Multiplication (different views)

3.  As a set of matrix-vector products.

| I I
Ab, Ab, - Ab,

| |
by by - by

C=AB=A

Here the ith column of Cis given by the matrix-vector product with the vector on the right,
c; = Ab;. These matrix-vector products can in turn be interpreted using both viewpoints

given in the previous subsection.
4.  As a set of vector-matrix products.

— a - - aB -
c=ap=|" % —|p=|~ ®=B -
— al, - - alB -

28



Matrix-Matrix Multiplication

® Properties:

O Associative

(AB)C = A(BC)

o Distributive

A(B +C) = AB + AC

O NOT commutative

AB + BA

- Dimensions may not even be conformable

29
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Gaussian Elimination: Elementary Row Operations

e Elementary Row Operations
1. Scaling: Multiply all entries in a row by a nonzero scalar.

2. Replacement: Replace one row by the sum of itself and a multiple of another row.
3. Interchange: Interchange two rows.

e Elementary Row Operation is a special type of function e on m X n matrix A and givesanm X n

matrix e(A) where ¢ # 0.

1. Scaling: e(A);; = cAj;

2. Replacement: e(A);; = A;j + CAg;

3. Interchange: e(4); = Ay , e(A)yj = Ajj

In defining e(A), it is not really important how many columns A has, but the number of rows of
A is crucial.



Inverse of Elementary Row Operation

Theorem

The inverse operation (function) of an elementary row operation exists and is an
elementary row operation of the same type.

Proof:

Proof. (1) Suppose e is the operation which multiplies the rth row
of a matrix by the non-zero scalar ¢. Let e be the operation which multi-
plies row r by ¢~1. (2) Suppose ¢ is the operation which replaces row r by
row r plus ¢ times row s, r # s. Let e; be the operation which replaces row
by row r plus (—¢) times row s. (3) If ¢ interchanges rows r and s, let ¢; = e.
In each of these three cases we clearly have ei(e(A)) = e(e1(A)) = A for
each A. |



Row-Equivalent

Definition

If A and B are m X n matrices over the field F, we say that B is row-
equivalent to A if B can be obtained from A by a finite sequence of
elementary row operations.

Note (from pervious theorem and this definition)

O Each matrix is row-equivalent to itself

O If B is row-equivalent to A4, then A is row-equivalent to B.

O If B is row-equivalent to A4, C is row-equivalent to B, then C is row-
equivalent to A
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Elementary Matrices

Definition

A m X m matrix is an elementary matrix if it can be obtained from the
m X m identity matrix by means of a single elementary row operation.

Example

Find all 2 x 2 elementary matrices.

o) Lo 1]

¢ 0 1 0
[U 1]1 |".;l‘-’0, [0 .(‘_]J. I'.'-?{U.



Elementary Matrices and Elementary Row Operation

Theorem

Let e be an elementary row operation and let E be the m X m elementary matrix
E = e(I). Then, for every m X n matrix A:
e(A) = EA

Proof. The point of the proof is that the entry in the i¢th row
Proof: and jth column of the product matrix £A is obtained from the ith row of
E and the jth column of A. The three types of elementary row operations
should be taken up separately. We shall give a detailed proof for an oper-
ation of type (ii). The other two cases are even easier to handle than this
one and will be left as exercises. Suppose r # s and e is the operation
‘replacement of row r by row r plus ¢ times row s.” Then

Eo = B, TET

i L6 + €dxy 2 =1
Therefore,

Apg, 1#T

m
(1:.'1)‘, = kz-'t L“Ah = ij + Cfl._,', =M

In other words EA = e(4). |

Multiplication of a matrix on the left by a square matrix performs row operations.



Elementary Matrices

Example
1 0 2 1 0 0]
-2 0 -3 R, « R, + 2R, E.=[2 1 0
0 2 0 0 0 1.
(From property S 0 o
(AB)C = A(BC)) 00 1 R, o R, E,=|0 0 1
0 2 o 0 1 ol
1 0 2] 10 0
020 1 I P
0 o 1 R, < SR, E=10 - 0
0 0 1
10 2 1 0 -2
010 R, « R, + (=2)Rs E,=[0 1 o
0 0 1 00 1
100
010
0 0 1
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Row-Equivalent and Elementary Matrices

Theorem

Let A and B be m X n matrices over the field F. Then B is row-equivalent to A if
and only if B = PA, where P is a product of m X m elementary matrices.

Proof:

Corollary. Lel A and B be m X n matrices over the field ¥. Then B
is row-equivalent to A of and only if B = PA, where P ?s a product of m X m
elemeniary mairices.

Proof. Suppose B = PA where P = E, --- E:E; and the E; are
m X m clementary matrices. Then KA is row-equivalent to A, and
E,(E1A) is row-equivalent to E1A. So E.EA is row-equivalent to A; and
continuing in this way we see that (¥, - - - E})A is row-equivalent to A.
Now suppose that B is row-equivalent to A. Let ¥y, Es, . . ., E, be
the elementary matrices corresponding to some sequence of elementary
row operations which carries A into B. Then B = (K, --- EA. |
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Systems of Linear Equations

Definition
A system of m linear equations with n unknowns:
U Fis afield, we want to find n scalars (elements of F) x;, ..., x,, Which satisfy the
conditions: (4;;, yi are elements of F)
Ap1xq + Agpxp + o+ Ay = 01
Ap1x1 + Agoxy + -+ AopXy = 2

j

A% + AppXo + -+ ApnXn = Y
If y, =y, =+ =y, = 0, we say that the system is homogeneous.

S1
A solution of this system of linear equations is vector [ 5 ] whose components satisfy
STl

X1 = S1, ...,xn = STL

40
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Linear Equation (Geometric Interpretation and Intuition)

J Consider this simple system of equations,
x—2y=1
3x +2y =11

1 Can be expressed as a matrix-vector multiplication

] Matrix Equation: Ax=b 1 —21[x 1
[3 2 M N 111]
i x b

A
. . 1 =2
A is often called coefficient matrix:
3 2
o AbisanA ted matri [1 —2 1]
is an Augmented matrix:
3 2 11



Vectors & Linear Equation

x —2y=1
Also, Can be expressed as linear combination of cols: 3x + 2y = 11

[3 7_2] H [11] | / SR

ccccc 1 /
T {1:| = column 1 /
-2 1 3 =21,
[ ] | J | H
3 | | | | | | | | |
| I T T T T | | |

11]

3(column 1) + 1(column 2) = b | |

[ Same for n equation, n variable

42



Idea Of Elimination

J  Subtract a multiple of equation (1) from (2) to eliminate a variable

X — 2y — 1 multiply equation 1 by 3
—————>
3x +2y =11

Subtract to eliminate 3x

b olbl-ld

U x

A has become a upper triangle matrix U

43



Idea Of Elimination (Row Reduction Algorithm)
Definition
A leading entry of a row refers to the left most nonzero entry in a nonzero row.
®  The pivots are on the diagonal of the triangle after elimination. The first non zero element in each

FOW (boldface 2 below is the flt‘StéI)IVOt) 2x + 4)’ 2z =2
ly + 1z =

2x + 4 y— 2z =
—2x—-3y+7z=10 4—Z—8

o Step 1: subtract 2 * (1) from (2) to eliminate x’sin (2) = 1y + 1z =
o Step 2:add (1) to (3) to totally eliminatex = 1y + 5z = 12
o Step 3: subtract new (2) from new (3) = 4z =8

Definition

The variables corresponding to pivot columns in the matrix are called basic variables.
The other variables are called a free variable. l I ‘

O O O R
O O R R
O R R R
R R R R
O O OR
o O R R
O O R R
R R R R



Homogenous system

Theorem

If A and B are row-equivalent m X n matrices, the homogenous systems of linear
equations Ax = 0 and Bx = 0 have exactly the same solutions.

Proof:

Proof. Suppose we pass from A to B by a finite sequence of
elementary row operations:

A =Au—)A1—)"'—}Ak:B.

It is enough to prove that the systems 4;X = 0 and 4;1X = 0 have the
same solutions, i.e., that one elementary row operation does not disturb
the set of solutions.

So suppose that B is obtained from 4 by a single elementary row
operation. No matter which of the three types the operation is, (1), (2),
or (3), each equation in the system BX = (0 will be a lincar combination
of the equations in the system AX = 0. Since the inverse of an elementary
row operation is an elementary row operation, each equation in AX =0
will also be a linear combination of the equations in BX = 0. Henece these
two systems are equivalent, and by Theorem 1 they have the same
solutions. |}

45



Homogenous system

Example

Find the solution for this system.
Suppose F is the field of complex number and the coefficient matrix is:

-1 i
A=|-i 3
1 2

In performing row operations it is often convenient to ecombine several
operations of type (2). With this in mind

-1 4] [0 2+ 0 1 01
— 31210 3+2|1 %0 3+2|{21o ot
12 1 2 1 2 10

Thus the system of equations

—1 + =0
—izy + 3z, =0
o+ 22, =0

has only the trivial solution z; = z; = 0.



Solution of system of linear equations
Definition

The two systems of linear equations are equivalent if each equation in each system is a linear
combination of the equations in other system.

Theorem

Equivalent systems of linear equations have exactly the same solutions.

Proof:

Note

Q It is important to note that row operations are reversible. If two rows are interchanged, they
can be returned to their original positions by another interchange.

Q If the augmented matrices of two linear systems are row equivalent, then the two systems have
the same solution set.



Existence and Uniqueness Questions
« A system of linear equations has:

o No solution —» inconsistent

o Exactly one solution

_ . ——> consistent
o Infinitely many solutions

Next session:

1. Is the system consistent? That is, does at least one solution exist?
2. If a solution exists, is it the only one? That is, is the solution unique?



Conclusion

o Different view of matrix multiplication

e Linear combination and matrix multiplication

e Associativity of three matrices multiplication

e Gaussian Elimination

e Row-equivalent of two matrices

e Elementary matrices

e System of linear equations

e Equivalent systems of linear equations have exactly the same solutions.



Resources

O Chapter 1: Kenneth Hoffman and Ray A. Kunze. Linear Algebra. PHI Learning,
2004.

a Chapter 1: David C. Lay, Steven R. Lay, and Judi J. McDonald. Linear Algebra and
Its Applications. Pearson, 2016.

O Chapter 2: David Poole, Linear Algebra: A Modern Introduction. Cengage
Learning, 2014.

d Chaperl: Gilbert Strang. Introduction to Linear Algebra. Wellesley-Cambridge
Press, 2016.
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